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Abstract— The use of this classification method tends to be effective in the case of data with a balanced grouping. In the classification 

method, sometimes for a researcher to find an unbalanced data condition in his research. Whereas in the case of unbalanced data is 

necessary to approach other statistical methods before reaching the stage of logistic regression. One statistical method for handling 

unbalanced data class cases is SMOTE. In this research used a spectrum data of non-invasive glucose levels. Ordinal logistic regression 

method  on unbalanced  data using SMOTE results accuracy is 53% for training data and 56% for testing data. 

Index Terms— Classification,Glucose,Logistic Regression,Non-Invasive, Ordinal Logistic Regression,SMOTE, Unbalanced Data  

 

——————————      —————————— 

1 INTRODUCTION                                                  

L ogistic regression is one of the classification methods 
using a parametric procedure. The use of logistic regression 
analysis is related for the categorical data response, both 
nominal and ordinal with independent variables as 
continuous or categorical [2]. In logistic regression analysis for 
ordinal responses, the final model is formed as the cumulative 
logit function opportunities with differentiation between 
classes in the form of opportunity values for each class [6]. In 
the case of ordinal response data more than two classes are 
called multi-class. Ordinal logistic regression is only effective 
for the balanced data case. While for the unbalanced data case, 
other statistical method is needed before reaching the stage of 
ordinal logistic regression. One statistical method to handle 
unbalanced data cases, i.e. synthetic minority oversampling 
technique (SMOTE). 

In this research aims to apply ordinal logistic regression 
method to classify spectrum data of non-invasive blood 
glucose level measure devices according to low, normal, and 
high blood glucose levels in unbalanced data case.  

 

2 BACKGROUND 

2.1 Diabetes 

Diabetes mellitus (DM) is a disease that affects many 
people and cannot be cured. The number of diabetics in the 
world was 425 million with more than 10 million people living 
in Indonesia [1]. Therefore, it is important for diabetics to 
monitor the condition of their glucose levels regularly, 

including in the low, normal or high categories. Nowadays the 
popular method for checking blood glucose levels is invasive 
method, which takes the patient's blood sample and checks its 
glucose contents with a spectrophotometer. A patient who is 
positive for diabetes mellitus requires at least 4 times a day to 
check his blood glucose level [9]. In this case, it is very 
important to develop non-invasive measurement tools 
without needed to injure parts of body from DM patients. 

2.2 Ordinal Logistic Regression Analysis 

A statistical method analysis that is widely applied to 

nominal response data case is logistic regression. In ordinal 

data responses more than two groups were used ordinal 

logistic regression. Ordinal regression analysis method 

connects between one or more independent variables in the 

form of numerical and / or categorical to the response variable 

with two or more ordinal categories. The model used in the 

analysis is a cumulative logit model. In this logit model, the 

ordinal category of response variable is a cumulative 

opportunity, so if there is an ordinal category in the response 

variable Y where Xi is a predictor variable as much as p, then 

the cumulative opportunity to j is stated as follows [2]: 

  
where 𝑗 = 1,2, … , 𝐽, 𝑖 = 1,2, … , 𝑝 

Cumulative logit model obtained by comparing 𝑃(𝑌 ≤ 𝑗|𝑋𝑖) to 

𝑃(𝑌 > 𝑗|𝑋𝑖) for 𝑗 = 1,2, … , 𝐽 − 1 is [3]: 

 

 

 

 

 

 

𝑃(𝑌 ≤ 𝑗|𝑋𝑖 ) = 𝜋1(𝑋𝑖 ) + 𝜋2(𝑋𝑖) + ⋯ + 𝜋𝑗 (𝑋𝑖 ) 
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In the ordinal logistic regression model, the model 

obtained only reaches the category J-1 because the cumulative 

opportunity of the last category is 1 with the assumption 

possibility of all categories. By using the cumulative 

probability equation above, the probability of each category of 

response variables can be obtained through the equation: 

  

 

 

The opportunity value obtained from the equation is 

used as a classification guideline with the criteria for an 

observation into a category j based on the value of 𝜋𝑗 to a 

certain extent [7]. 

2.3 Unbalanced Data 

Ordinal logistic regression is only effective for the 
balanced data case. While for the unbalanced data case, other 
statistical method is needed before reaching the stage of 
ordinal logistic regression. Imbalance classes in classification 
method happened when there is a smaller data class than the 
other class. Classes with smaller data amount are called 
minority classes, while classes with higher data are called 
majority class. According to [8], the impact caused by 
imbalances class is the predicted results obtained to be 
unstable because the prediction leads to the majority class. 
Based on the case, it is necessary to handling of imbalances 
class in the classification method. 

The problems with unbalanced data are often found in 
more than two class or multi-class data case. In binary data 
class, the problem of unbalanced data can be overcome by 
using a procedure at the data level, such as by increasing the 
amount of minor data classes (oversampling) or reducing the 
amount of major data classes (undersampling), while in multi-
class data, it can be handled by approaching at the algorithm 
level [10]. 

2.4 Synthetic Minority Oversampling Technique 

In the unbalanced data case, there are two approaches 
that can be used to handling these unbalanced data problems 
as procedure at the algorithm level and data [12]. One method 
at the algorithm level that is often used to handling 
unbalanced data class is synthetic minority oversampling 
technique (SMOTE).  

The approach using the SMOTE method according to [5] 
is by generating data based on differences in data of minority 
classes with the nearest neighbors of the minority class into 
new synthetic data. The procedure of generating data 
performed on the SMOTE method is by calculating the 
difference data from the minority class that will be generated 
with the k-nearest neighbors, then multiplying the value 
obtained by random numbers 0 to 1 and added to the initial 
data [11]. For the mathematically, the procedure of artificial 
data using the SMOTE method is written as follows [4]: 

                            𝑠 = 𝑥 + 𝑢 (𝑥𝑅 − 𝑥)     

where: 

𝑢 : weight of random number [0,1] 

𝑥𝑅 : nearest neighbour data 

𝑥 : minority data classes 

𝑠 : new data 

3 METHOD 

3.1 Data 

This research used primary data which are part of 
research development and clinical trial of non-invasive blood 
glucose level measure tool. The data were collected on 5-10 
December 2016 of 118 respondents at the Laboratory of 
Biochemistry of IPB. The first step of data was collected by 
measuring respondent's height and weight, and then 
respondents were measured by non-invasive tool. The 
predictor variable (X) is the spectrum data of non-invasive tool 
in the form of residual spectrum data intensity of light. The 
residual intensity describes as intensity of light is continued 
and captured by the sensor. The spectrum produced by non-
invasive devices forms as two peaks of residual intensity.  

Standard deviation of residual intensity from every peak 
is used as the data approach of predictor variable. The 
standard deviation can describe how much variation intensity 
of light is captured by the sensor. Measurements were taken 
with 5 repetitions in one respondent, so there is 10 variables 
would be obtained to use as predictor variables (X). For the 
final stage, respondents were taken 4 ml of blood samples 
from the veins then measured it by invasive blood glucose 
device in Prodia Laboratory. The result of invasive measure 
used as a response variable (Y) are the grouping of glucose 
levels in low, normal, and high categories. 

 
 
 
 
 
 
 
 
 
 

 

 

 

3.2 DATA ANALYSIS 

The stages in this research are: 

1. Descriptive tables and histograms of invasive 

measurement. 

2. Diagram the number of respondents in each category. 

3. Divide the data randomly into 75% of training data and 

25% testing data.  

Fig. 1 Spectrum data of non-invasive device 
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4. Resolve the unbalanced classes with SMOTE method on 

training data for low and high blood glucose levels. 

5. Determine the estimator of ordinal logistic regression 

model on training data for 100 iterations with different 

result of SMOTE. 

6. Calculate the classification accuracy of the training data 

obtained from 100 iterations iterations with different 

result of SMOTE. 

7. Calculate the classification accuracy of testing data that 

has been applied to ordinal logistic regression model for 

100 iterations with different result of SMOTE. 

8. Calculate the classification accuracy of testing data that 

has been applied to ordinal logistic regression. 

 
4 DISCUSSION 

4.1 Exploration 

Table 1 shows that the results of invasive measurements 
from 118 respondents in this research, the lowest blood 
glucose level of respondent was 67 mg/dL with the highest 
blood glucose level was 276 mg/dL. Overall, the average 
blood glucose level of the respondents in this research was 
82.64 mg/dL with the majority of glucose levels in the range 
of 80 mg/dL and most of respondent's glucose levels were 78 
mg/dL. The slope of degree value 7.52 is more than zero, so 
tends of the data spread to the right. 

TABLE 1 
DESCRIPTIVE TABLE OF INVASIVE MEASUREMENT 

   
  

Based on Figure 2, the graphic of data distribution is not 
symmetrical. It can be seen from the distribution of invasive 
measurement data that spreads to the right. There is a data as 
high glucose levels far from other data distribution at the end 
of the charts.  The average value of the data is also on the right 
side when a graphic of data distribution spreads to the right 
and it is higher than the median and mode data. The right tilt 
curve also shows that the graph of the frequency distribution 
has a positive slope. 

The bar chart in Figure 3 shows the number of 
respondents in each category of low, normal and high blood 
glucose levels based on invasive measurement results. At low 
and high blood glucose levels, the number of respondents 
used as research samples respectively was 8 people. While the 
number of respondents in normal blood glucose levels who 
participated in this research was 102 people. So it can be 
concluded that the data is categorized as unbalanced data case 
because the number of respondents in low and high glucose 
levels is too much different than the number of respondents in 
normal blood glucose levels 
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4.2 Ordinal Logistic Regression Analysis with SMOTE   

The SMOTE method is used because the data in this 
research is unbalanced. The initial data used consist of 3 data 
classes with 2 classes of minor data. In the minor class, the low 
and high blood glucose levels consisted of 8 respondents. As 
the first step is divide the data randomly into 75% of training 
data and 25% of testing data. The next stage is applied the 
SMOTE method to the training data. Both of minority data 
class in the training data group is duplicated to 36 data with a 
percentage of 500. In the majority data or normal blood 
glucose level there is no reduction number of respondents 
with the aim to avoid the reduction of information contained 
in normal data class. Final data is used in training groups for 
low, normal and high classes i.e. 36, 76 and 36. 

 

 

 

 

Fig. 3 Histogram of the number of respondents each category 

Fig. 2 Graphic of distribution data of invasive measurement 

result 
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In this applied of model, all variables are used in the 
equation without an elimination system with the aim of being 
able to compare the classification accuracy values of ordinal 
logistic regression method with SMOTE and ordinal logistic 
regression method without SMOTE. The analysis phase is 
applied using 100 iterations with different result of SMOTE 
then calculates the mean of the average accuracy from the 
iterations. From the results of the analysis by applying the 
SMOTE method to ordinal logistic regression method, the 
classification accuracy of the training data was 53% and the 
testing data was 56%. One of the model equation obtained was 

 

 

 

 

 

 

 

 

 

 

 
 

 
 
 

 
 

5 CONCLUSION  

5.1 Appendices 

The classification of Ordinal logistic regression with 

SMOTE using 100 iterations with different result of 
SMOTE then calculates the mean of the average accuracy 
from the iterations. Accuracy was obtained 53% for 
training data and 56% for testing data. Applied ordinal 
logistic regression method with SMOTE to classify 
spectrum data of non-invasive blood glucose level 
measuring device in low, normal, and high blood glucose 
level One of the model equation obtained was  obtained by 
the model equation 

 
 

 
 
 
 

 

5.2 Suggestion 
The suggestion for the further research is to use other 
Classification methods for unbalanced data case to 
classify the output spectrum data of non-invasive blood 
glucose levels to determine the possibility for better 
classification methods than ordinal logistic regression 
method and SMOTE method. 
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Fig. 4 Number of respondents before and after 
SMOTE 

 

 
 
 
 
 
 
 
 
 
 
 
 

Fig.5 Histogram of classification accuracy  
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